Recent advances in air defence technology
have a significant impact on the overall
effectiveness of total systems, and what is
even more important, can be applied retro-
spectively to many existing defenceenviron-
ments. There have been notable develop-
ments in signal processing, aimed at the
production of ‘clean’ radar signals from an
environment of clutter of all kinds, and the
constant electronic battle between the jam-
mer and the defence against jamming has
become ever more sophisticated. This arti-
cle however concentrates on distributed
data processing, anadvance whichhashada
remarkable effect on air defence philosophy
and which brings new freedom in system
analysis and programming to the air defence
scene.

In major systems to date, be they war-
ships, sector operations centres or major air
defence operations centres, data processing
has been based on the concept of the central
processor. Indeed the general purpose digi-
tal computer in the central function has
evolved from the late fifties through at least
three generations of machine, and has given
sterling service. A typical example is the
STRIL 60 system in Sweden, designed and

built by Marconi in the early 1960s, which
was the first fully automated air defence
system in Europe, paving the way for many
further systems by the same compary. The
earliest systems operated with germanium
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transistors and bulky storage, to be followed
by much fastersilicon transistors, leading to
the last generation of very high powered
central processors using integrated circuit
logic.

A drawback to the central processor’
philosophy was its lack of flexibility. Soft-
ware consisted of virtually one single pack-
age for the whole system, and therefore had
to be put together as a totality with all the
problems of interaction from one operation
to another. Systems analysis and pro-
gramming were unduly complicated, such
that even the most simple modifications to
the program became difficuit to implement.

Since every computer aided or controlled
function at any operational position
required input to and output from the central
processor, the physical interconnections
became very large, prone to error and vul-
nerable to damage. Commissioning and
proving of the software was also a massive
task, since the whole system was necessari-
ly involved, if the programs were to be
properly checked out and ‘debugged’. This
weighed heavily on time and skilled man-
power.

¥ The LOCUS 16 processor, developed by Marcont, is
essentially a high-speed ‘highway' into which are
plugged different p.c. boards to perform various func-

I

Marcon!

61 6 INTERNATIONAL DEFENSE REVIEW 4/1976

Distributed data processing

A completely new ‘breed’ of distributed
processing equipment provides the freedom
to put the required processing power and
storage precisely where it is needed. Thus
each operational position, or input and
output point, can, if appropriate have a co-
located sub-system to carry out the neces-
sary processing functions to enable that
position to operate to its full potential, to
communicate with therestof thesystemand
with the outside world, and yet remain
autonomous. The advantages are manifold,
with the task of programming and software
proving greatly simplified, since in both
conception and the commissioning stages
the position can be specified, fragmented,
set up, tested and operated in its own right.
Each position can be planned so that inter-
connections with other parts of the system
are generalised, and in physical terms con-
sist of a single pair of wires.

Inequipmentterms Marconi's LOCUS 16
processor has been designed and en-
gineered to meet this specific need. [t
consists essentially of a short high-speed
highway’ into which can be plugged direct-
ly a series of boards performing the function
of arithmetic unit, storage, input/output
devices, drives for different types of display
and other peripherals, etc. The boards them-
selves have multiple connectors on either
edge, one edge providing a direct plug-in to
the highway, and the other performing a
dual function: firstly, through a connector, a
means of cabling to peripherals; and
secondly, by prewiring within the connec-
tor, a means of providing varied operation
from the same basic board —which has very
obvious advantages. Logistically very few
varieties of spare elements can serve a
multiplicity of applications. For example,
the same basic store board canbeadaptedto
fulfil different addressing requirements,
merely by connections on the front edge.

LOCUS 16is much more adaptable thana
general purpose ‘'mini’ computer, since it
can be assembled, off the shelf, into hun-
dreds of different configurations with a high
degree of commonality of basic elements.
On the other hand, the mini’ may only exist
in a few variants, and will require to be
backed-up with a miscellany of drives and
input/output devices before it can be a full
processing system. Furthermore, LOCUS
16 is very simply extended or reconfigured
by the addition or substitution of boards. As
technology advances the system can be
simply up-dated by replacement units, thus
keeping the system, as a whole, abreast of
device development.

The choice of whether a central processor
is necessary at all, rests with the system
designer. In smaller systems it may well be
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» A schematic representation of the basic unit of Marco-
ni's modular distributed data processing system. It
consists of a three position console, with an ancillary
position for a video data terminal and keyboard. In this
versatile concept, each console can be configured to an
appropriate function almost instantaneously by software
means.

superfluous while in larger systems there

are probably two reasons for retaining a

central processor: first, quite a simple

processor to maintain a system data-base
holding a general assembly of key informa-
tion, gathered and updated from various
locations in the system; and second, for the
occasional major calculation ( number
crunching’). The key feature of such a ‘data-
base’ in a central processor is that the
information contained is of course also fully
preserved elsewhere in the system.
Consider this concept of distributed
processing in the context of air defence. In
the majority of air defence systems, the data
handling tasks to be performed are:

1. the collection, correlation, sorting, stor-
age and distribution of data;

2. thebuilding-up of both an overall picture
of the air battle situation for Command
use, and detailed pictures of each sector,
or function, of the battle area to enable a
variety of control operations to be per-
formed;

3. the basic command’ functions, such as
interception control, weapon control,
recovery etc, each with subsidiary func-
tions, involving threat assessments,
identification etc.

New requirements

Recent experience has reflected some
degree of change in operational philosophy,
in particular to deal with a very larae volume
of activity at very short notice — e.g the
necessity to deploy virtually one's total
resources of weaponsandinterceptorsatthe
very outset of an engagement as a counter to
an attempted pre-emptive strike. Therefore
the control functions must be relatively
simple, totally reliable and extremely flex-
ible. What does this mean in system philoso-
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phy? One would suggest thatit needs a high
degree of automation of the functions men-
tioned whilst retaining the option of manual
intervention should the need arise both in
‘command’, where decisions of a strategic
and very broad tactical nature are made, and
in control’ where intervention in detailed
tactics is appropriate. Thus, the human
operator must still be at the heart of the
system, even though the whole of the air
battle may be automated to the extent that it
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could be conducted in a ‘hands off’ mode.
Manual intervention must also be possible
atall stagesandinalllevels of seniority from
the Air Defence Commander down to the
track supervisor. Therefore, when a com-
pletely new concept is being developed, the
most important factor is the direct relation-
ship between the person and equipment.
How can each operator in the system best
exercise his functions (which increasingly
become those of supervision and discretion



rather than direct operations) with least
fatigue, with the most efficient mental grasp
of available data and with the most effective
means of conveying his instructions to the
system? In short, the over-worked but none-
theless descriptive -phrase the man-
machine interface’ is vital. This implies a
number of requirements on the system to
provide the operator with optimum facili-
ties.

1. rapid access to a wide variety of data, in
as much or as little detail as the occasion
demands;

easy and foolproof facilities for injecting

data, instructions, questions etc, into the

system;

3. ability to convert a standard layout of
operational positions rapidly from one
function to another in case of damage or
overloading;

4. afundamentally simple approach to the
software which enables individual posi-
tions to be highly autonomous from the
point of view of design proving, system
testing and commissioning, mainte-
nance and up-dating;

5. the facility to include simulation in
various degrees of sophistication for
various levels of operational training,
system evaluation etc.
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Examination of a practical working sys-
tem shows how these criteria can best be
realised. The Marconi approach has been
the concept of a modular arrangement from
which one can build many varieties of air
defence environment. The basic ‘brick’ is a
three position console, with an ancillary
position for a video data terminal and key-
board. The virtue of this conceptis that with

distributed processing, each group of con-

soles or indeed each console, can be config-

ured to an appropriate function virtually
instantaneously by software means, rather
than consisting of dedicated equipment
tailored to, say, track supervision, intercep-
tion control, recovery etc. A simple section
enables any console to take up any function
in the system. The design and arrangement
of aids to the operator are very significant
and derive from many years experience,
both in development and operationally in
the field, of devices to optimize the opera-
tor's performance.

The operator facesa 40 cm p.p.i. display,
onwhich may be displayed raw radar, with a
superimposed synthetic picture, track
labels, interconsole pointers, map data etc,
or which in other situations may be com-
pletely synthetic. The operator has a rolling
ball for pointing’ out particular locations, a
keyboard for communications and for a
variety of other operational functions, and a
tabular data display with a Digilux touch
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mask. This device has given a new degree of
operational flexibility, for it guides the
operator through predetermined but repro-
grammable dialogue routines to achieve a
desired action, and also provides an efficient
andrapid means of data retrieval. Each basic
group isthen equipped with a full complex of
communications — ground-to ground link-
age with a variety of other local and remote
posts and centres; ground-to-air communi-
cation for control and recovery; remote
connections to video data terminalis for such
information as airfield state, meteorological
state, civil flight plans etc.

Air defence organizations

There are many possible variants of air
defence organization, but for the present
purpose consideration is given to three
examples of system components which are
in line with current strategic thinking in
many countries. Control and Reporting Post
(CRP), Sector Operations Centre (SOC) and
Surface-to-air Missile Control Centre (SCC)
are examined to show how they might be
interconnected and built up to form a com-
plete national air defence scheme.

Control and Reporting Post — The CRP is
normally associated with local radar sen-
sors, but will also take track reports, either
manually or automatically extracted from
remote radar. The displays in the CRP will
probably show local raw radar data, but
overlaid with a synthetic picture giving track
labels, interconsole pointer, map or geo-grid
data etc. The tabular display and touch mask
provide the operator with all the facilities
needed to call up the types of display
required, and to call up stored data on his
tabulardisplay. The basic module of the CRP
will store target data — position, speed,
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Fig.3: A typical national system

heading, height, identity etc. —on typically
84 tracks. Some 60 of these will have been
locally generated from automatic track-ex-
traction computations with the remainder
fed in from associated early warning or gap
filling track reporting posts, which may rely
on either manual or automatic tracking. The
track data stored inthe CRP, in most applica-
tions, will be filtered and passed to both
SOC’'sand SCC'sasappropriate. The CRPis
directly linked to video data terminals at
interceptor bases, meteorological centres
etc, so that information can be directly
entered intothe CRP datastore. Thereis also
avideodataterminal withinthe CRPtoenter
information, such as that which may be
locally derived by voice communication. All
data is available to any position; intercept
controllers will have the normal facilities
plus the ability to rapidly execute trial
interceptions to assess the optimum attack.
Recovery control and track supervision will
be located in the most appropriate way. To
increase capacity for intercept, recovery or
tracking, a single CRP can be built up of
modules to four times the volume men-
tioned.

The Surface-to-air missile Control Centre —
The SCC has virtually the same display
facilities and automatic tracking capacity as
a CRP but will normally operate on entirely
synthetic data generated in linked CRP’s or
SOC’'s. Weapon data will be fed in via
narrow band links and stored, available for
presentation on the tabular displays. A
missile assessment program, using track
and weapon data, is used toassess the threat
and allocate weapons. Constant inter-
change of data between SOC’s, CRP's and
SCC's ensures an integrated approach to
threat assessment, weapon allocation and
target engagement.

Sector Operations Centre — The prime func-
tion of the SOC is co-ordination aimed at the
most effective utilization of weapons and
interceptors. Track and mission data from
CRP’s, SCC’'s and other SOC’'s is semi-
automatically filtered and correlated and
then displayed for executive control. Up to
four modular groups can be associated in an
SOC, giving 12 executive positions.

System Structure

Premutations and variations of system
structure are almost infinite but for purpose
of illustration three system configurations of
increasing complexity areillustrated. Figure
1 shows a small system based on a single
CRP, obtaining data from local sensors, one
remote track reporting post in an early
warning mode and controlling interceptors
and SAM’s. A medium power system is
shown in figure 2. It is based on one SOC,
associated with, say, two CRP'sand an SCC.
Finally, a full system with appropriate com-
munication networks which could be built
up into an effective command structure is
shown on figure 3. A number of SOC’s are
grouped to give national coverage, exer-
cised at the highest level through an air
defence operations centre. Each SOC could
co-ordinate data from up to five CRP’s and
each CRP could be associated with an SCC,
controlling up to eight SAM sites and two
Track Reporting Posts (TRP)

This article has set out to describe, neces-
sarily briefly, how the concept of distributed
processing can bring new standards of
operational flexibility and cost effectiveness
to air defence.



